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NUMERICAL OPTIMIZATION AND COMPUTATIONAL OPTIMAL
TRANSPORT

Moscow Institute of Physics and Technology (National Research University)

Degree or qualification is awarded: PhD (Candidate of Science)

Language of study: English
Mode of study: full-time
Duration: 4 years
Availability of free education: yes
Price: 375 000 RUB

Programme curator: Denis Ustyuzhaninov
Tel.: +7 (498) 713 91 70
E-mail: interadmission@phystech.edu

Entry requirements:

 Master’s degree / equivalent in a related field
 B2 level of English
 Good track record of publications related to the topic of the intended research
 Strong research proposal 1,500 - 3,500 words

Research supervisor:
Pavel Dvurechensky
PhD

Supervisor’s research interests:

 Optimization of algorithms.
 Optimal Transport.
 Algorithms for saddle-point problems and variational inequalities.
 Distributed optimization (parallel and decentralized).

Research highlights:

 Research is supported by RFBR, RSF and other scientific foundations.
 Participation in major international conferences on machine learning: ICML, COLT, NeurIPS.
 Collaboration with researchers in Germany, the Netherlands, USA.

Supervisor’s specific requirements:

 Mathematical analysis.
 Linear algebra.
 Probability theory.
 Computer Science.
 Matlab/Python.
 Basic knowledge of optimization theory and methods is a bonus.
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